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Abstract
We present Deterministic Client (DeCl), a software sandboxing system for ARM64 that securely
runs untrusted machine code at near-native speeds while guaranteeing deterministic execution and
deterministic termination after a specified instruction count.

One key application is a smart contract engine in a digital currency system, which requires both
deterministic execution and metered runtime. Today’s blockchains, for example, run bytecode in
a virtual machine, such as WebAssembly or the Ethereum Virtual Machine, which either incurs
the extremely high overhead of a software interpreter or expands the TCB to include an entire
just-in-time compiler, while still paying significant runtime overhead.

Instead, DeCl can execute smart contracts as native ARM64 programs, after validating them with
a simple and efficient verification pass. The compilation and instrumentation process, to produce code
that can pass these verification checks, is entirely untrusted. DeCl incurs a geomean 16% runtime
overhead on supported SPEC 2017 benchmarks compared to native code, while WebAssembly
interpreters incur nearly 2000% overhead on the same benchmark set, and even state-of-the-art
just-in-time WebAssembly compilers incur upwards of 90% overhead.

We integrate DeCl into Groundhog, an existing smart contract engine that uses interpreted
WebAssembly, and demonstrate a significant performance improvement for compute-intensive
contracts, and minimal performance loss otherwise.

2012 ACM Subject Classification Security and privacy → Distributed systems security; Software
and its engineering → Automated static analysis

Keywords and phrases Smart Contract Performance, Sandboxing, Determinism

1 Introduction

Smart contracts serve as the foundation for extensible digital currencies. In order to work
on a blockchain, smart contracts must be deterministic and have bounded execution time.
Existing systems use custom languages like EVM bytecode and WebAssembly to enforce these
properties. For maximum performance, these languages could be compiled to machine code
using highly optimizing compilers. However, these compilers typically have bugs and cases
of pathologically slow compile times. As a result, it is not generally safe to use optimized
compilation for smart contracts, and many existing systems use interpreters instead, which
are orders of magnitude slower than optimized native code. Even JIT compilers such as
Cranelift that are designed to accept malicious code are large and complex, and face a
tradeoff between performance and security: adding more optimizations means increasing the
possibility of a vulnerability. No prior systems are able to safely run smart contracts directly
as highly optimized native code.

We present Deterministic Client (DeCl), a sandboxing system that makes bare-metal
smart contracts possible. With DeCl, smart contracts are expressed directly as ARM64
machine code, which can be executed natively on cloud servers such as AWS Graviton [22]
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or Ampere Altra [12, 27], and personal computers such as Apple Macs. DeCl uses a machine
code verifier to ensure that the ARM64 code loaded into a sandbox is isolated, deterministic,
and metered. This trusted verifier uses a simple linear-time algorithm to determine whether
an ARM64 program should be accepted or rejected. The compilation and intrumentation
process, to produce code that can pass verification, is entirely untrusted. As a result, highly
optimizing ahead-of-time compilers such as LLVM can be used without compromising the
security of the system.

DeCl is built on top of a prior sandboxing system called Lightweight Fault Isolation (LFI)
[41]. We show how to extend LFI to enforce that untrusted native code is both deterministic
and preemptable, with two primary innovations:

1. Position-oblivious code (POC), an extension to LFI that makes programs deterministic no
matter where in the address space they are loaded. This extension works by preventing
programs from directly reading their own absolute addresses, and only allowing offsets
from a base address to be read.

2. Two approaches for deterministic metering, so that programs are preempted before
a maximum number of instructions have been executed. Crucially, this preemption
is deterministic, meaning that programs always produce the same result, even when
preempted.

DeCl’s deterministic metering works by keeping a count of the program’s remaining “gas”
in a reserved register. This register must be updated and checked at specific places in the
program (such as before branch instructions). Unfortunately, these checks result in additional
overhead. We present several optimizations to decrease this overhead. When running
supported benchmarks from SPEC 2017, DeCl incurs a geomean runtime overhead of around
16% compared to native code, when using the most efficient metering scheme. For comparison,
all existing approaches use either interpreters or JIT compilers with metering support, which
incur overheads of roughly 2000% and 90% respectively (as measured on SPEC 2017 using
WebAssembly implementations). On top of the performance benefits, DeCl’s machine code
verification approach is significantly simpler (and therefore more secure) compared to JIT
compilation. We propose two techniques for protecting the control-flow integrity of gas
update sequences, either using aligned bundles or hardware-enforced control-flow if available.

We integrate DeCl into Groundhog [32], a scalable smart contract engine that currently
uses a WebAssembly interpreter. Using native code for smart contracts allows them to run
significantly faster and to have access to hardware SIMD and cryptography intrinsics. Since
smart contracts are generally short-lived, we made significant optimizations to achieve a
sandbox startup latency of roughly 30µs, and we ensured that loading sandboxes does not
interfere with Groundhog’s scalability.

The rest of the paper is organized as follows: Section 2 explains LFI, the sandboxing
foundation upon which DeCl is built. Section 3 describes the position-oblivious code extension
to LFI, which makes programs deterministic no matter where in the address space they
are loaded. Section 4 describes our approaches for deterministic metering: branch-based
and timer-based metering. Section 5 describes our implementation, and other modifications
needed to enforce determinism on top of LFI. Section 6 evaluates DeCl on the SPEC 2017
benchmark suite. Section 7 describes and evaluates DeCl’s integration into Groundhog.
Finally, Section 8 summarizes related work.
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2 Background

2.1 Threat Model
In this work we are concerned with adversarially enforcing determinism. An untrusted party
provides a program expressed as ARM64 machine code, and it should only be accepted if it is
guaranteed to be deterministic. The system must reject programs that are non-deterministic,
and may reject programs if it cannot determine whether or not they are deterministic.
Nonetheless, we would like to be able to accept a wide variety of programs, while imposing
minimal performance overhead.

We also require that the programs that run inside DeCl are metered, and therefore cannot
use more than a limited amount of CPU time. This requirement when combined with
the determinism requirement requires special design, since the preemption must happen
in a deterministic way. The runtime system is initialized with a limit on the number of
instructions that can be executed before preemption occurs.

We assume the following properties about the runtime system, which are typical for smart
contract engines:

1. The runtime does not provide any support for shared-memory multiprocessing.
2. The runtime provides a set of deterministic “runtime calls” to the sandbox that it may

use to interact with the runtime.

As part of enforcing determinism, the sandboxed program must not be able to access data
outside its specific memory region, which is deterministically initialized. This requires some
form of memory isolation. Since many smart contracts are short-lived programs, startup
time is performance-critical and we therefore require a memory isolation scheme that can
support fast startup and teardown. For this reason, we have chosen to use software isolation
by building on top of LFI, although in principle DeCl could be used in combination with a
hardware-based protection mechanism as well.

2.2 Lightweight Fault Isolation
Lightweight Fault Isolation (LFI) is a sandboxing system for ARM64 that uses software-
based fault isolation (SFI). Programs that execute within LFI are restricted to a 4GiB
region of contiguous virtual memory that they may access, and may not execute system call
instructions, or other instructions deemed “unsafe.” These restrictions are enforced via a
static verifier that analyzes the machine code of untrusted programs. Importantly, in the
ARM64 encoding every instruction is a fixed 4-byte value and must be aligned, meaning
machine code can be accurately disassembled without needing to protect against malicious
programs that might jump into the middle of an instruction.

The basic LFI scheme allocates each sandbox at an address aligned to 4GiB. Several
registers are reserved for special use:

x21: stores the base address of the sandbox.
x18: always contains an address within the sandbox.
x30: always contains an address within the sandbox.
sp: always contains an address within the sandbox.

Note that ARM64 has 32 64-bit integer registers (x0-x30 and sp), which can also be
accessed via names that only access the bottom 32 bits (w0-w30 and wsp). When wN is
written, the top 32 bits of xN are set to zero.
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The static verifier will reject any program that contains instructions that modify reserved
registers without maintaining their invariants. For example, the only way to modify x18
is via an instruction that guarantees that the resulting value stored in x18 is within the
sandbox (i.e., has the same top 32 bits as those in x21). The following instruction can be
used for this purpose:

add x18, x21, wN, uxtw

This instruction takes the 32-bit value wN (namely the low 32 bits of xN), treats it as
an unsigned 32-bit value before extending it to 64 bits (specified by the uxtw modifier),
adds the extended value to register x21, and stores the result in x18. Since x21 contains the
4GiB-aligned base address of the sandbox region, the sum stored to x18 is guaranteed to be
within the sandbox, regardless of the value of xN.

Since x18 is always guaranteed to hold a valid address within the sandbox, it is safe to
perform loads or stores such as ldr xN, [x18]. LFI includes multiple optimizations not
discussed in detail here. The most important is the use of the 32-bit addressing mode, that
effectively allows the safe add from above to be performed as part of a load/store instruction
with no additional overhead. The instruction ldr xN, [xM] can be transformed into the
safe equivalent ldr xN, [x21, wM, uxtw], which incurs no overhead.

Each sandbox is allocated 4GiB of virtual memory, with 80KiB guard regions (unmapped
pages) placed at the start and end of the sandbox. These guard pages are necessary to
prevent loads and stores from neighboring sandboxes, since ldr xN, [x18, #i] is a legal
load of the address x18 + i. Due to the instruction encoding, the immediate, #i, can be
at most 65536, and thus such a load cannot access beyond a neighboring sandbox’s guard
region.

The LFI static verifier is a simple program that performs a single linear pass over a
compiled binary to determine if it is safe to run. LFI is a particularly attractive sandboxing
system compared to language-based systems for smart contract or other security-critical
settings because the simplicity of the verifier reduces the size of the trusted code base
(TCB). Existing smart contract systems leave a significant amount of performance on
the table, because they generally rely on either slow (but simple) interpreters, or JIT
compilers specifically hardened against malicious inputs [4] that, by design, apply only simple
optimizations.

3 Position-Oblivious Code

Static machine code is linked to execute at a particular address. Position-independent
code is code that can be executed regardless of the address where it was loaded. Typical
LFI programs are position-independent. However, these programs may still determine the
position at which they were loaded by reading addresses of functions, heap variables, or stack
variables. This means that the load address of a position-independent program is a source
of non-determinism: a position-independent program may behave differently depending on
where it was loaded. Since all sandboxes are loaded in the same address space in LFI, this is
a problem for supporting multiple deterministic sandboxes.

To solve this problem, we introduce position-oblivious code (POC): programs that cannot
determine their load address. A position-oblivious program may be loaded at any address,
and its result is guaranteed to have no dependence on that load address. A program can be
verified to be position-oblivious by a static verifier before it is loaded.
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Position-oblivious code works by building on the LFI technique. In LFI, every memory
access is already preceded by a guard that forces the address to be in-bounds by inserting a
constant into the top 32 bits of the address. Valid addresses are stored in reserved registers
to ensure they are not tampered with. We take this further with position-oblivious code by
statically verifying that absolute addresses are never directly observed. The verifier ensures
that reserved registers, which may contain absolute addresses, are only ever accessed via
their bottom 32 bits (i.e., w30 instead of x30). Thus, the program may only directly observe
offsets from the base address. Since the absolute sandbox base address can never be observed,
the program is oblivious to where it was loaded.

For example, the following sequence is used to store the return address (x30) into the
address offset stored in x0. This is usually performed as str x30, [x0], but with LFI and
position-oblivious code it becomes:

mov w22 , w30
str x22 , [x21 , w0 , uxtw]

As another example, moves from the stack pointer, such as mov x0, sp, are rewritten to
read only the 32-bit subset of sp:

mov w0 , wsp

Absolute addresses that contain the correct top 32 bits identifying the sandbox location
are only stored in reserved registers that are verified to never be directly observed. Before
accessing a memory location, the top 32 bits are always set to the correct value, and only
the bottom 32 bits of a reserved register may be read.

The verifier also ensures that any instructions that produce an address dependent on the
program counter (the adr and adrp instructions) place the result in a reserved register. If
the application would like to use the result, it be required to read from the bottom 32 bits of
the reserved register. For example the typical operation to load the address of a global via a
PC-relative offset, adr x0, foo, would instead be expressed as:

adr x18 , foo
mov w0 , w18

These additional constraints primarily affect only three situations: storing the return
address on the stack, loading the address of a global, and loading the value of the stack
pointer to perform arbitrary computation. Compared to the frequency of loads/stores, these
cases are relatively rare, and as a result the additional overhead imposed is minor.

When implementing a runtime with POC support, care must be taken so that the runtime
does not reveal a sandbox’s true addresses. For example, pointers returned from runtime
calls must have their top 32 bits zeroed. Since POC programs behave the same no matter
where they are loaded, they are compatible with a POSIX fork API, even though they all
exist within the same hardware address space.

4 Deterministic Metering

By default, there are no constraints on the amount of CPU time that may be consumed by
an LFI program. To prevent an LFI program from taking over the CPU, we use a notion
of “metering,” also known as “gas.” The program continues running until there is no more
gas in the meter, at which point it is preempted. A typical LFI runtime would implement
this by using timer interrupts. However, this is not directly applicable for use-cases that
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require determinism. When using timer interrupts, the particular instruction that will be
interrupted next is not deterministic because it depends on factors such as the precision of
the timer and the execution time of each instruction. If two replicas run the same program
but use timers for preemption, one replica might halt the program before a side-effecting
instruction (such as a runtime call), while the other might halt it afterwards, causing the
replicas to see different results from the same program.

A deterministic alternative to timing is to keep an instruction count. By generating an
interrupt after N instructions have executed, programs can be deterministically preempted.
The performance monitoring unit (PMU) in Arm processors can be used to generate interrupts
based on instruction counts. However, complete determinism is not guaranteed by the
architecture. The architecture states that a “reasonable degree of inaccuracy in the counts
is acceptable.” Furthermore, the term reasonable degree of inaccuracy is explicitly left
undefined, though the architecture does give guidelines stating that under normal operations
the counters must be accurate. While individual microarchitectures may have deterministic
instruction counts, this guarantee is not strong enough to rely on the PMU for deterministic
preemption. In our testing, the PMU instruction counter cannot be used to deterministically
generate signals within a Linux process running on Apple silicon.

Rather than rely on the PMU for deterministic metering, we propose an extension
to LFI that manually tracks metering via additional instructions that must be included
in a sandboxed program. At a high level, these extra instructions debit a gas counter
register (x23) according to the number of instructions executed and use this gas counter to
cause deterministic termination, either via an indirect branch into the LFI runtime or via
preemption from a timer. We will refer to these two mechanisms as branch-based and timer-
based metering respectively. While timer-based metering makes use of a non-deterministic
timer, it is used in combination with the gas counter to make preemption deterministic.

Furthermore, since we are enforcing metering directly on machine code programs, the
metering schemes are designed so that a static verifier can efficiently verify that the proper
instructions are included in the program to allow for preemption. The verifier must be certain
that there is no way to execute a branch instruction without also executing the immediately
preceding metering instructions. This could happen if a previous branch or jump skipped
over the metering instructions and directly targeted a branch. There are two mechanisms
that we consider to prevent this scenario: aligned bundles and branch target identification
(BTI). Since aligned bundles do not require any modern hardware features (unlike BTI), we
primarily discuss and evaluate aligned bundles as the preferred approach. These schemes
can be easily adapted to use BTI if it is available.

4.1 Aligned Bundles
The aligned bundles approach splits a program into bundles of N bytes, each starting at
an address divisible by N . Padding is introduced into the binary so that every basic block
begins at an aligned address. All direct branches in the program are verified to target the
beginning of a bundle, and all indirect branches are forced by the verifier to target the
beginning of an aligned bundle via the use of a reserved register (x24) that must contain
a bundle-aligned address. The verifier will only accept indirect branches that target x24,
and will only accept instructions that modify x24 by zeroing the bottom log(N) bits from
x18 (which must contain a valid address). Since all branches must target the beginning of a
bundle, it is impossible to execute an instruction at the end of a bundle without executing
the instructions at the beginning.

For branch-based metering we use 16-byte (4-instruction) bundles, and for timer-based
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metering we use 8-byte (2-instruction) bundles. Since ARM64 is a fixed-width instruction
set, it is always desirable to make bundles as small as possible to reduce padding.

Aligned bundles are convenient because they don’t require any special hardware support
and allow for an efficient verifier. However, they introduce padding, and cause some runtime
overhead for the additional alignment instruction needed for indirect branches.

4.2 Branch Target Identification

Another approach for control-flow enforcement is to use Arm’s Branch Target Identification
(BTI) extension. BTI requires that all indirect branches target a special bti instruction. If
an indirect branch lands on a non-bti instruction, the processor traps. The BTI extension
does not apply to return instructions, even though they are a type of indirect branch, since
call stacks are meant to be validated with Arm’s pointer authentication extension instead.
However, since pointer authentication only provides a probabilistic guarantee of correctness,
we instead rewrite all return instructions into indirect branches, and place bti instructions
at return sites.

This approach has the benefit of not introducing alignment instructions for indirect
branches or additional padding (except for additional bti instructions), but involves rewriting
return instructions, which comes at a slight performance cost (we measured around 4%).
This approach also requires hardware support for the BTI extension, which is available on
Apple M2 processors, but not yet on most cloud servers.

A hybrid approach is also possible, where aligned bundles are still used, but only for the
targets of direct branches, and BTI is used for indirect branches. This keeps direct branches
easy to verify (just check the alignment of the target), and avoids having to use an alignment
instruction for indirect branches.

4.3 Branch-based Metering

Branch-based metering keeps an instruction meter in a reserved register (x23). The verifier
enforces that every basic block ends with instructions that decrease the meter by the number
of instructions executed in the block, and check that the meter has not reached zero.

In general, detecting basic blocks in machine code is not possible because indirect
branches may jump anywhere in the program. However, we do not need fully precise basic
block analysis in order to provide metering, so long as any imprecision is conservative and
deterministic. Consider a program without indirect branches; in this case all basic blocks
are known statically, and we can charge the correct amount of gas at the end of each basic
block. Now, if the program includes indirect branches, those branches may arrive somewhere
within an existing basic block. The program will then be charged as if the entire basic block
executed, even if it was only partially executed due to an indirect branch arriving in the
middle. This may deterministically overcharge the program, but that is safe and only means
the program terminates sooner.

To remove this imprecision, the program could split its basic blocks at indirect branch
targets. Splitting a basic block into two is always legal, and allows the program to avoid
overcharging itself even with indirect branches.

As shown in Figure 1, a 3-instruction metering epilogue must be inserted at the end of
every basic block. This epilogue decreases the instruction meter and then checks if the top
bit of the count has become 1. If so, the meter has underflowed and an indirect branch to the
LFI runtime entrypoint (stored in reserved register x25) is executed. Due to the encoding of
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. bundle_lock
sub x23 , x23 , #n
tbz x23 , #63, .OK
blr x25
.OK: <branch >
. bundle_unlock

(a) Direct branches.

bic x24 , x18 , 0xf
. bundle_lock
sub x23 , x23 , #n
tbz x23 , #63, .OK
blr x25
.OK: br x24
. bundle_unlock

(b) Indirect branches.

Figure 1 Instruction sequences for branch-based metering, where n denotes the number of
instructions in the immediately preceding basic block.

the subtract instruction, it is impossible to both underflow and have bit 63 of x23 equal to
zero (the immediate cannot be large enough).

Indirect branches must use register x24, which is guaranteed to contain a valid address
that is bundle-aligned. As a result, all branches are guaranteed to target the beginning
of a bundle. To maintain x24’s invariant, the only legal way to modify x24 is with the
instruction bic x24, x18, 0xf, which transfers a value from x18 (already guaranteed to be
a valid sandbox address) to x24 while also masking the bottom 4 bits to make the address
bundle-aligned.

4.3.1 Gas check elision
The expensive part of the basic block epilogue is the branch instruction that checks for
underflow. Fortunately, we can optimize away this check if the basic block does not end with
a backwards branch. Consider a program of size N where a basic block that ends with a
forwards branch exhausts all remaining gas, and no check is performed. Within at most
N instructions, the program must either execute a backwards branch, causing a gas check,
or terminate because no instructions remain. Thus, if the basic block exhausts all gas, the
program will terminate after at most N further instructions.

In fact, the program must terminate within at most N − I further instructions, where I

is the address of the end of the basic block. Thus, if the size of N is a concern, the verifier
could choose to only allow gas check elision for forwards branches that are close to the end
of the program—i.e., ones with high values of I. Alternatively, the verifier could require
at least one branching gas check to occur every M instruction for some M ≪ N . However,
our basic approach is just to cap the value of N at a reasonable and small amount such as
10M instructions (40 MiB of code) and elide all gas checks for forwards branches. An M2
processor can typically execute this many instructions in under 5 milliseconds.

4.4 Timer-based Metering
Timer-based metering uses a timer interrupt in combination with the gas counter to enable
deterministic preemption. This metering scheme relies on the insight that a program running
in a DeCl sandbox can only have externally visible effects when it makes a runtime call. As
long as the program does not make any externally visible changes after it runs out of gas, it
does not need to be immediately preempted. Thus, timer-based metering works as follows:

A timer interrupt is configured to fire frequently.
When the program makes a runtime call, it is terminated if its gas is negative.
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. bundle_lock
sub x23 , x23 , #n
<branch >
. bundle_unlock

(a) Direct branches.

bic x24 , x18 , 0x7
. bundle_lock
sub x23 , x23 , #n
br x24
. bundle_unlock

(b) Indirect branches.

Figure 2 Instruction sequences for timer-based metering.

When a timer interrupt occurs, the program is terminated if its gas is negative.

Since the runtime always checks the gas before applying the effects of a runtime call,
it is impossible for a program to have any effect after it runs out of gas, even though it
may continue running for a non-deterministic amount of time. To an external observer, the
program behaves deterministically. Of course, this scheme assumes that a runtime call is the
only way to cause an externally visible effect—if instead the memory state of the program
were also externally visible, this would no longer work.

This scheme also assumes the time slice is short enough such that after running out of gas
it is impossible to underflow the gas counter back to a positive number before the next timer
interrupt occurs. This would require executing 263 instructions before the next time slice,
which would take roughly 29 years at a rate of 10 billion instructions per second, making
this assumption safely satisfied.

Since gas checks are only performed after interrupts or runtime calls, basic block epilogues
only need to update the gas counter, and can always omit the expensive gas check. This
makes it possible to use a bundle size of 8.

Limitations

Timer-based metering relies on the ability to configure a timer interrupt, for example by
using signals on Linux. This scheme also allows the program to use up to N seconds of CPU
time after running out of gas, where N is the size of a time slice. While timer-based metering
allows all gas checks to be elided, it can cause overhead if the time slice is too short. As
a result, branch-based metering may still be better for systems that give programs only a
small amount of gas, or that do not want to pay the cost of a trap when gas runs out.

5 Implementation

The implementation of DeCl consists of the standard set of LFI components: a program
generator, a static verifier, and a runtime implementation. This section gives an overview of
the concrete modifications to LFI needed for determinism, and how those modifications are
implemented in the system components.

5.1 Modifications to LFI

Implementing deterministic, metering sandboxes using LFI requires some minor modifications,
in addition to the position-oblivious code and metering discussed in previous sections.
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Dedicated runtime call register

LFI reserves the first page of the sandbox to store metadata about the process, including
the entrypoint for runtime calls. This allows the system to reuse x21 as the address of this
metadata page instead of reserving another register for this purpose. However, the contents
of this page are not deterministic, so the sandbox cannot be allowed to read it. Thus, DeCl
cannot use this page for metadata (DeCl simply leaves it unmapped) or the take advantage of
the associated optimization, and instead stores the runtime call table outside of the sandbox,
while reserving a a separate register (x25) to contain the address of the runtime call table
page. The verifier enforces that this register is only ever used via the instruction blr x25,
and is therefore never read by the program.

Redundant guard hoisting

Guard hoisting is an optimization used by default in the original implementation of LFI,
which reserves two registers. To avoid reserving these two additional registers, we use a
more limited form of this optimization, that simply eliminates redundant guards of the same
address without any intervening modifications to x18.

Summary

DeCl reserves 6 registers in total: the sandbox base address (x21), gas counter (x23), runtime
call table (x25), data addresses (x18), control addresses (x24), and a temporary register for
use by various sandboxing sequences (x22). The return address register (x30) and stack
pointer (sp) are also special registers that can only be modified and accessed via their bottom
32 bits.

5.2 Program Rewriter
Programs are compiled for DeCl using an assembly rewriter, which consumes the output of an
optimizing compiler and inserts additional guards and other instructions. The new metering
extension inserts sequences before branch instructions. Two create aligned bundles, we use
the .bundle directives supported by Clang and GCC, including .bundle_align_mode to
set the bundle size, and .bundle_lock/.bundle_unlock to force sequences of instructions
into the same bundle. Our implementation in GCC requires a minor change to the GNU
assembler to enabling bundling support on ARM64, which is disabled by default.

At assembly rewriting time the direction of a branch (forwards or backwards) is not
necessarily known, since the branch may target a location in another compilation unit.
As a result, we just insert a stub sequence of two/four instructions, which can apply to
forwards or backwards branches. After linking, a “post-linker” is applied, which looks for
these two/four-instruction sequences and replaces the stub with a proper add/sub instruction
depending on the direction of the branch. Note the post-linker cannot have false positives, as
the program rewriter leaves no uninstrumented branches. In addition, for forwards branches
the post-processor removes the tbz/brk instructions that perform the gas check and replaces
them with nops.

5.3 Static Verifier
DeCl uses an additional static verifier on top of the existing LFI verifier. This additional
verifier enforces that code is position-oblivious, by verifying that reserved registers are never
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read directly (only via their bottom 32 bits), except when the target of the instruction is
also a reserved register. Additionally, adr/adrp instructions must target a register meant for
holding the addresses that they generate (i.e., a register whose top 32 bits cannot be read).
This is implemented as a single pass over the machine code. The verifier must also restrict
programs to a deterministic subset of ARM64, and must enforce metering, described below.

5.3.1 Enforcing Instruction Determinism
The programs accepted by the DeCl verifier must be guaranteed to execute deterministically.
Therefore they must consist only of instructions known to be deterministic, which are part of
a subset of the valid Armv8.0 instructions accepted by the existing LFI verifier. According to
our analysis of the Arm reference manual and machine-readable specification, the following
cases of non-determinism exist at the instruction level and must be excluded from our subset:

Instructions encoded with malformed SBZ/SBO (should-be-zero/should-be-one) fields
are constrained unpredictable.
Some instructions have explicitly non-deterministic semantics, such as instruction pairs
for atomic loads and stores. For example, the instruction stxr returns different values
depending on the status of the exclusive monitor, which can change based on factors such
as timer interrupts generated for the host kernel.
Unallocated instructions and instruction encodings that are undefined are excluded.

According to our analysis of the Arm ISA, the floating point instructions are deterministic.
This is corroborated by program fuzzing, which we have run on several Arm architectures to
check for determinism: Apple silicon, Arm Neoverse, Ampere Altra, and QEMU. Our fuzzer
generates multi-megabyte snapshots of deterministic instructions (random instructions that
pass verification) without branches, and ensures the end-state of the program (memory and
registers) is consistent across microarchitectures. We intend to expand the capabilities of the
fuzzer in the future.

5.3.2 Enforcing Metering
The third part of the extended verifier checks for metering. In order to validate direct
metering, the verifier must first determine the program’s basic blocks. It does so using the
typical linear-time algorithm for constructing leaders. A leader is one of:

1. The first instruction.
2. Any instruction following a branch.
3. Any instruction that is the target of a direct branch.
4. Any bti instruction.

A structure recording all leaders can be constructed with a linear pass over the machine
code.

Next, the verifier iterates through all the leaders and enforces that the correct gas update
sequence appears before the leader, or before the branch instruction if the prior basic block
ends with a branch. For branch-based metering, the gas update sequence must consist of:

sub x23, x23, #n (d1nnn2f7)
tbz x23, #63, end (b6f80057)
blr x25 (d63f0320)

end:



12 DeCl: Deterministic and Metered Native Sandboxes

The value n is calculated by the verifier based on the location of the current instruction and
the previous leader, and is verified against the the immediate in the subtraction instruction
provided by the program.

The verifier also tracks the locations of these instructions, and in a final pass ensures that
no modifications to x23 or tbz x23 instructions occur outside these areas, and that branches
do not target instructions within gas update sequences by making sure that branches correctly
target aligned bundles.

Some “basic blocks” may in fact be unreachable—for example, the padding between the
end of one function and the beginning of another. The assembly rewriter does not know
about this padding, and thus does not insert gas update sequences there. However, at
verification time, the verifier will expect this block to be metered. Our solution is to allow
basic blocks to be merged: if the verifier sees a basic block that ends without a gas update
sequence and has no terminating branch (it just falls through), then the verifier allows this
and instead forces the count of the next basic block’s gas update sequence to include these
additional instructions. This means the first basic block of a function will charge for any
additional padding between it and the previous function. This results in a very minor loss of
precision. This also allows the verifier to transparently work with versions of direct metering
of varying precision. A less precise implementation will merge more basic blocks, to gain
some performance at the cost of precision.

Additional considerations

When using BTI, the verifier must also ensure that the program contains no ret instructions.
Similarly, with aligned bundles ret x24 is the only legal return instruction. The verifier also
ensures that x25 is never accessed, except via special runtime call sequences (e.g., ldr x30,
[x25]; blr x30).

Complexity

Our implementation is built using the Capstone disassembler [11] and consists of 358 lines
of C. This is in addition to the existing LFI verifier, which is 323 lines of Rust. Thanks to
its small size, the static verifier is significantly simpler than a JIT compiler (especially one
with optimizations), and is also possibly simpler than an interpreter implementation, which
must understand and correctly implement the semantics of all instructions. By contrast, our
verifier only needs partial understanding of most instructions (e.g., is it a branch? does it
modify a register?).

6 Evaluation

We evaluate DeCl on a Mac Mini M2 with 16GB of memory running Asahi Linux 6.6.0. In
our evaluation, we measure runtime overheads caused by:

DeCl unmetered: LFI extended with position-oblivious code (POC).
DeCl: LFI extended with POC and metering.

We evaluate on the SPEC 2017 benchmark suite. Benchmarks are limited to ones that
compile with LFI: they must be written in C or C++ and be compilable with a Musl/LLVM
toolchain. We also use the SPECrate benchmarks rather than SPECspeed due to the 4GiB
memory restriction imposed by LFI (SPECspeed requires 16GiB RAM per benchmark). This
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Figure 3 Overheads of basic LFI, DeCl unmetered (position-oblivious code), and DeCl with
metering.

restricts the suite to 14 benchmarks. All benchmarks are compiled with LLVM 16.0.6, with
link-time optimization (LTO) enabled.

While the programs in SPEC are compiled to be deterministic, in order to run the
benchmarks, the runtime must provide non-deterministic functions, such as system calls that
return the time. Our runtime for running SPEC provides these non-deterministic functions
for evaluation purposes. We are only running these SPEC programs with DeCl to quantify
the runtime overhead of metering. A system that actually uses DeCl for full determinism
would need to implement a custom runtime with a deterministic API of runtime calls. We
evaluate such a system in the next section (§7).

Figure 3a shows the overheads of all three configurations of DeCl: with branch-based and
timer-based metering, and unmetered. Table 1 provides a summary of the geomean overheads.
The unmetered configuration performs very similarly to unmodified LFI (8.3% versus 7.7%
overhead), since the only change is the addition of position-oblivious code, which in general
only affects code that saves return addresses or loads globals. Timer-based metering is the
most efficient form of metering, with 16.3% overhead, since it is able to omit all gas checks,
but branch-based metering is not far behind at 21.2% overhead.

Figure 3b shows the percent increase in text size. This increase is primarily caused by the
additional instructions that have been inserted, and to a lesser extent additional padding to
enable bundling for the metered versions. This measurement only includes the text segment,
so the overall binary size overhead is smaller. Geomean overheads are 16.3% (LFI), 18.1%
(DeCl unmetered), 54.9% (DeCl timer), and 90.7% (DeCl branch).

Next, we compare DeCl with the following WebAssembly engines:

Wasmtime Cranelift (fuel), version 24.0.0 [5]: a WebAssembly JIT compiler designed for
running untrusted code, with support for some optimizations and deterministic metering,
called fuel.
iwasm interpreter, version 1.3.2 [6]: a WebAssembly interpreter developed as part of the
WebAssembly Micro Runtime project. The version we run is unmetered.

We enable WebAssembly’s 128-bit SIMD extension for Wasmtime, but not for iwasm
since it is not supported in the interpreter.

These results are shown in Figure 4. DeCl significantly outperforms Wasmtime, with fuel
enabled, with over 5× lower overhead. As expected, both Wasmtime and DeCl are over an
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System Fig. 3a Fig. 4
iwasm (interpreter) - 1,920%
Wasmtime - 90.0%
DeCl branch 21.2% 15.9%
DeCl timer 16.3% 12.9%
DeCl unmetered 8.3% -
LFI 7.7% -

Table 1 Summary of geomean overheads from Figure ?? (full set of supported benchmarks) and
Figure 4 (only benchmarks supported by WebAssembly).

order of magnitude faster than the WebAssembly interpreter.
Geomean results from both sets of experiments are summarized in Table 1.
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Figure 4 Comparison between DeCl (position-oblivious and metered LFI) and various Web-
Assembly engines.

7 Integration with Groundhog

We integrate DeCl within the existing smart contract engine Groundhog [32], replacing
the WebAssembly interpreter (wasm3 [21]) it previously used. This integration required
only minimal changes to Groundhog, as both DeCl and the WebAssembly interpreter have
approximately the same input-output behavior. Smart contracts interact with the blockchain’s
environment (for example, accessing persistent storage, or requesting metadata such as the
current block number) via a set of specific functions; DeCl replaces imported WebAssembly
functions with runtime calls.

7.1 Optimizing Startup and Teardown
A key challenge with the integration is that Groundhog is designed to scale over many CPU
cores via concurrent execution of smart contracts. Maintaining this concurrent execution is
possible with DeCl precisely because DeCl supports many separate sandboxes in the same
process. However, maintaining the scalability requires care when setting up and tearing down
sandboxes, so as to avoid contention on kernel resources. Many existing smart contracts
are also very short programs. Therefore it is additionally imperative that the process for
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launching and removing a sandbox be extremely fast, since the program might run for only
a hundred microseconds or less.

In the existing LFI runtime, sandboxes are loaded from ELF files and mapped into the
address space using mmap. The code and data segments are protected using mprotect. This
approach is not suitable for Groundhog, since it has high startup overheads (multiple system
calls), and is not scalable because the use of mprotect causes TLB shootdowns and possibly
other cross-core synchronization within Linux.

We solve this problem by preallocating sandboxes with code and data regions. Programs
are given 128KiB of code, with read-execute permission, and 128KiB of data, with read-write
permission. These regions are mapped only the first time a sandbox is used, and subsequently
can be reused for future sandboxes without the need for any system calls (only a memset to
zero the memory).

When a sandbox is loaded, we must write to the code region (read-execute) to load its
text segment. However, this region is not writable, and we cannot pay the cost of using
mprotect. Instead, we create an in-memory 128KiB file using Linux’s memfd API, and map it
both at the sandbox’s code region as read-execute, and also at a separate location within the
runtime as read-write. This means the runtime can write to a sandbox’s code region without
needing to change any memory protections to do so. After writing to the aliased region, the
runtime must execute an instruction cache flush on the executable region. This cache flush is
performed in usermode by running the ic ivau instruction on each cache line in the range
(performed automatically by the compiler’s __builtin___clear_cache intrinsic).

Splitting a contract’s code and data into two separate 128KiB regions requires a slight
modification to the default linkerscript used by GNU LD. We have chosen sizes for these
regions that are as small as possible, while still being usable, because these regions must be
cleared after the sandbox terminates. The throughput of the memset operation to perform
this clear can become a bottleneck if the regions become too large (such as 1MiB).

With these optimizations, the time to load, execute, and exit from an empty program is
30µs, measured on the M2 processor.

Code caching

As a further optimization, it is possible to cache a sandbox’s code and reuse it if the same
contract is launched again. This is effective for commonly used contracts like popular
ERC20-like tokens, and makes it possible to entirely skip the memset operation for the code
region. At the moment, our system does not implement this optimization.

7.2 Native Cryptography Primitives
One major benefit of DeCl over WebAssembly sandboxes for practical smart contracts is
that DeCl enables users to efficiently implement their own cryptographic primitives. Even
basic cryptography, like verifying a signature, is sufficiently expensive that most blockchains
provide runtime calls for common cryptographic operations to the smart contract environment.
This allows the expensive operations to run at the speed of native code, bypassing sandbox
overhead, but limits the operations available to smart contracts.

Ethereum [39] for example, implemented the BN254 curve [8, 28] within its smart contract
environment [33, 10]. Improvements to the cryptanalysis [20] have given this curve less
than 128-bit security, and users may wish to use a stronger cryptographic primitive, such
as BLS12-381 [7, 9, 35]. Yet applications building on Ethereum have no option to change
their cryptographic tools, precisely because deploying a new special-cased operation in an
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already-running blockchain requires a difficult, coordinated upgrade. By contrast, DeCl
allows smart contracts to implement their own cryptographic functions inside the sandbox,
and run fast enough that little-to-no performance is lost.

Figure 5 plots the throughput of Groundhog using various sandbox environments. Each
transaction chooses uniformly at random two (of 10,000,000) accounts and sends a payment
from one to the other. Throughput is measured on batches of size 100,000. Varying this
workload (by varying the batch size, or varying contention by varying the number of accounts)
gives similar performance trends on Groundhog when using either DeCl or WebAssembly
with a precompiled Ed25519. These experiments are run on one c7gd.metal instance in an
Amazon Web Services datacenter. The system has one 64-core Graviton 3 processor and 128
GB of memory, with no hyperthreading.

Each of these transactions verifies one Ed25519 signature, and microbenchmarks show
that approximately 80 to 90% of each transaction’s runtime is spent on that computation. Yet
while the WebAssembly requires access to an Ed25519 implementation in native code in order
to achieve competitive performance, DeCl has no such requirement—all of the cryptographic
operations run within the sandbox. A smart contract developer can implement their own
signature scheme or alternative cryptographic primitive on their own, and still achieve
competitive performance. The small performance gap between DeCl and WebAssembly
(with a precompiled Ed25519) comes from the cost of initializing DeCl sandboxes. Wasm
interpreters initialize much faster.

These benchmarks use very short-lived smart contracts. DeCl also enables longer-running
contracts that perform much more computation, since they will run at least an order of
magnitude faster than in an interpreter-based system.

8 Related Work

Fast & Secure Sandboxing

Any replicated state machine that runs untrusted programs (i.e., any blockchain that uses a
smart contract system) requires a sandbox environment that both runs deterministically and
guarantees termination not just in finite time but after a deterministic number of program
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instructions. Bitcoin [26] achieves deterministic termination, for example, with a scripting
language without loops [3], while many other blockchains run more complex virtual machines
like WebAssembly [16], eBPF [24], or the Ethereum Virtual Machine [39]. Our approach
is a variant of Software Fault Isolation [42, 38], which instruments native code and verifies
that the code cannot escape the sandbox. We build on top of the existing Lightweight Fault
Isolation project [41].

These sandbox designs face three key challenges in practical systems, beyond the absolute
requirements of deterministic, metered execution. First, they must run as fast as possible;
any speed overhead reduces the overall throughput of the system, leading to higher fees for
end-users. Executing smart contracts is a key throughput bottleneck in some blockchains
today [17]. Techniques like optimistic concurrency control [15], speculative execution [13], or
selective transaction (re)ordering [36, 34, 31, 23, 40] can provide throughput improvements
on many workloads, but these approaches are complementary to making a faster sandbox.

Second, any sandbox must execute code securely; any possibility of reading or writing
data outside of the sandbox can introduce nondeterminism, which can cause two replicas
of a state machine (two blockchain nodes) to disagree on system state. But translating the
bytecode of a virtual machine like WebAssembly into efficient machine code is a complex task.
Security relies on the correctness of key elements of the toolchain, like the eBPF verifier or a
WebAssembly compiler toolchain, which are complex software systems that have previously
contained serious bugs [18, 1, 2]. Approaches include software bytecode interpreters, to
minimize complexity (at the cost of runtime overhead), simplifying a just-in-time compiler
[4], and formal verification of the compiler [37]. Our approach, by contrast, moves most of
the code instrumentation and sandboxing into an untrusted code translation pass, leaving
only a small portion of trusted code to verify sandbox security.

Finally, the sandboxes must startup quickly; typical smart contract use-cases invoke
many separate sandboxes in sequence, and the overall system pays at runtime the cost any
compilation steps that translate sandbox bytecode to machine code. Production blockchains
rely on interpreters or just-in-time compilers [4]. Additionally, any compiler must be hardened
against malicious input that could cause excessively slow compilation times, which limits the
set of implementable program optimizations. By contrast, our system pushes all compiler
optimizations out of the critical path and out of the trusted codebase.

Program Metering

A bytecode interpreter is easy to meter in the natural way, at the cost of high overhead.
WebAssembly programs can be metered more efficiently by instrumenting a program to
update a counter only once per basic block of the program, akin to the metering approach
in §4.3. [25] implement an instruction counter in software, using a reserved counter and
instrumenting only the backwards branches of a program. This is similar to our metering
approaches, but does not track basic block sizes since their goal was only to uniquely identify
every instruction with a pair of (address, counter). In addition, our setting is adversarial
since it must be possible to enforce that programs correctly include and track the counter.

The deterministic metering in the sandbox runtimes should approximate wall-clock time.
Mismatches introduce potential denial-of-service attacks, if adversarially exploited [30]. Good
metering metrics require precise profiling of sandbox bytecode. While wall-clock times will
always be nondeterministic on hardware, our system, by using native machine code, minimizes
the difference in abstraction between the units of metering in the sandbox and execution
time on hardware.
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Determinism

Several applications are motivated by the need for determinism. One example is for efficiently
distributing computation across many machines, as performed by gg [14]. Another example
is the Exokernel file system, XN [19], which allowed applications to supply their own
code for parsing file system data structures as untrusted deterministic functions or UDFs.
Determinism is required to ensure that an inode always claims ownership of the same disk
blocks—otherwise, a maliciously crafted inode could point to the correct blocks when initially
written to disk, then later appear to own blocks belonging to a different file. DeCl provides
a more efficient alternative to UDFs.

Record and replay systems, such as RR [29], can run unmodified programs in a determin-
istic way. These work by running a program and capturing the results of any non-deterministic
operations. Then the program can be deterministically replayed. However, this setting
is non-adversarial and does not provide bounded termination or careful isolation. These
systems typically use ptrace, which can significantly hinder performance due to high system
call overheads.

9 Conclusion

This work presents Deterministic Client (DeCl), a software sandboxing system that enforces
that sandboxes are deterministic, metered, and run at near-native speeds. We explain how
DeCl is built on top of Lightweight Fault Isolation (LFI) by providing two novel extensions:
position-oblivious code, and deterministically metered native code. DeCl uses a machine code
verifier that enforces these properties, which is implemented as a linear-time algorithm in less
than 500 lines of code. Thanks to the machine code verifier, the compiler used to generate
binaries is an untrusted component, allowing us to use LLVM without compromising security.
This allows for applications to run inside DeCl extremely efficiently yet also securely. These
properties make it possible for DeCl to run smart contracts that are written as ARM64
programs, making bare-metal smart contracts a reality. We demonstrate the feasibility of
this approach by integrating DeCl into Groundhog, a scalable smart contract engine.
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