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Abstract11

The Bitcoin Lightning Network, launched in 2018, serves as a layer 2 scaling solution for Bitcoin. The12

Lightning Network allows users to establish channels between each other and subsequently exchange13

off-chain payments. Together, these channels form a network that facilitates payments between14

parties even if they do not have a channel in common. The Lightning Network has gained popularity15

over the past five years as it offers an attractive alternative to on-chain transactions by substantially16

reducing transaction costs and processing times. Nevertheless, due to the privacy-centric design of17

the Lightning Network, little is understood about its inner workings. In this work, we conduct a18

measurement study of the Lightning Network to shed light on the lifecycle of channels. By combining19

Lightning gossip messages with on-chain Bitcoin data, we investigate the lifecycle of a channel from20

its opening through its lifetime to its closing. In particular, our analysis offers unique insights into the21

utilization patterns of the Lightning Network. Even more so, through decoding the channel closing22

transactions, we obtain the first dataset of Lightning Network payments, observe the imbalance of23

channels during the closing, and investigate whether both parties are involved in the closing, or one24

closes the channel unilaterally. For instance, we find nearly 60% of cooperatively closed channels are25

resurrected, i.e., their outputs were used to fund another channel.26

2012 ACM Subject Classification General and reference → Empirical studies; Security and privacy27

→ Economics of security and privacy28

Keywords and phrases blockchain, Bitcoin, Lightning Network, layer 229

1 Introduction30

The inception of Bitcoin in 2008 marked the creation of the first fully decentralized cryp-31

tocurrency. While the introduction of Bitcoin permanently impacted the way society regards32

money and finance, cryptocurrencies such as Bitcoin are also known for their extremely small33

throughput. To tackle this issue, payment channels were introduced [27, 18, 22, 10, 12, 25, 17].34

The idea is that instead of settling every transaction on the Bitcoin blockchain directly, Alice35

and Bob create a payment channel between each other on the blockchain and lock an amount36

of BTC in the channel, namely, the channel capacity. With the payment channel, Alice and37

Bob can exchange payments directly. Even more, multiple payment channels together form a38

payment channel network that allows users to route their payments across various channels.39

Thus, users are not required to set up a channel with every individual they wish to exchange40

payments with but can take advantage of the existing network of channels. To compensate41

the owners of channels involved in facilitating a transaction, transactions pay a small fee.42
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The Lightning Network is a payment network implementation on top of Bitcoin. Nodes43

in the Lightning Network gossip with each other to exchange information about the nodes44

and channels in the network. For example, when Alice and Bob create a payment channel45

between themselves, they might choose to announce the channel in the network such that46

other nodes in the network know about this channel and can potentially use it to route their47

transaction. Thanks to these messages, the size and structure of the public network, that48

is, nodes and channels that announce themselves, is generally well understood. There are49

currently more than 13,000 nodes with 50,000 payment channels that hold over 70M USD [3].50

Privacy for payments is a key component of the Lightning Network. When Alice sends51

a payment to Charlie, the Lightning Network is designed so that no other node should be52

able to know the source and the target of the payment, even if they were involved in routing53

the transaction. Thus, little is understood of the network’s activity and usage as most54

transactions are not broadcast on the Bitcoin blockchain but rather kept between the two55

endpoints of a channel. We show that despite these mechanisms, we can extract information56

on the usage of Lightning channels by analyzing the traces left in gossip messages from the57

Lightning network and Bitcoin transactions that manage these channels on the blockchain.58

We do so by matching transaction outputs with the possible transaction blueprints provided59

by the Lightning protocol and identifying the code paths used to claim funds from these60

outputs. This can tell us, among other things, whether a channel was closed cooperatively, if61

one party tried to steal funds by broadcasting an old state to the blockchain, or if the output62

of a closed channel was used to open a new one.63

Contribution. In this work, we present an empirical study of the lifecycle and usage of64

Lightning Network payment channels. Through an in-depth analysis of off-chain Lightning65

gossip messages and on-chain Bitcoin data, we provide the following insights:66

Our longitudinal study of channel openings over time quantifies the number of channels67

opened, the size of channels, and the proportion of publicly announced channels.68

Through an analysis of gossip messages, we reason about the usage of channels during69

their lifetime and find indicators to predict the direction of the net flow of routed payments70

in a channel.71

The traces of a channel’s closing transaction further allow us to quantify the sizes of any72

unsettled Lightning Network payments at the time of the closing. We obtained, to the73

best of our knowledge, the first dataset of Lightning payment sizes comprising 21,16874

payments.75

Our in-depth study of channel closings reveals the channel imbalances at the closing time76

and the closing type, e.g., whether the channel was closed unilaterally or cooperatively.77

2 Lightning Network78

The Lightning Network is a layer 2 protocol designed to scale Bitcoin by implementing79

a network of bidirectional payment channels, enabling off-chain transfer of Bitcoin. Each80

payment channel established by two nodes in the network represents an edge in the network81

and allows them to exchange payments by agreeing on updated channel states. In practical82

terms, each channel has a fixed amount of Bitcoin known as its capacity, which remains83

constant throughout its operation. However, the ownership distribution of Bitcoin within the84

channel can change with each transaction. For example, if node A sends node B an amount85

x of Bitcoin, the balance on A’s side of the channel decreases by x, while the balance on B’s86

side increases by the same amount.87

The underlying mechanism that enables this balance updating process without requiring88
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on-chain transactions is the creation of off-chain commitments. These commitments are89

essentially signed transactions that reflect the updated balances of the channel but are90

not broadcast to the Bitcoin blockchain unless the channel is closed. This off-chain nature91

significantly reduces the load on the Bitcoin blockchain, enabling faster and cheaper trans-92

actions. When a payment is made over the Lightning Network, it can be routed through93

multiple channels to reach its final destination. This is possible due to the interconnected94

nature of the network, where multiple channels between various nodes form a complex web.95

Payments can thus be routed across the network, from the sender to the receiver, through96

intermediary nodes that facilitate the transaction. Each intermediary node deducts a small97

fee for forwarding the payment, providing an economic incentive to participate in the network.98

Importantly, the Lightning Network enables instant and low-cost transactions. The99

network is further designed to protect the privacy of transactions. Since transactions occur100

off-chain, they are not publicly recorded on the Bitcoin blockchain, enhancing user privacy. In101

addition, the origin and destination of transactions routed through the network are difficult102

to trace for an observer, adding an extra layer of privacy.103

2.1 Channel Lifecycle104

A payment channel in the Lightning Network is created through a funding transaction,105

maintained/updated by commitment transactions, and closed by a closing transaction.106

Generally, only the funding and closing transactions are validated on-chain. Commitment107

transactions, on the other hand, are held by the nodes involved in the channel and only108

posted on-chain when a channel is unilaterally closed by one party. The unilateral closing of109

a channel leads to a timelocked output for that party’s funds. We detail more specifics of110

the transaction types in Appendix B.111

Funding Transaction. A funding transaction is a Pay-to-Witness-Script-Hash (P2WSH)112

transaction using a specified script for the output, which represents the channel [22]. Thus,113

on the Bitcoin blockchain, a Lightning Network channel is represented by a single P2WSH114

output containing the hash of a 2-of-2 multi-signature scheme as the locking script. We115

also refer to this as the multisig or channel address. The transaction can generally have116

multiple outputs, with some of them taking the role of “change”. The script for the funding117

transaction is defined as follows:118

Script Funding

1: 2 <pubkey1> <pubkey2> 2 OP_CHECKMULTISIG
119

The two public keys correspond to the private keys held by the two channel endpoints,120

and the output can only be spent when both agree. Importantly, transactions of this kind121

are not unique to Lightning channel openings [14] but heuristics to identify private channels122

have been developed (cf. Section 3).123

Closing Transaction. A channel can be closed cooperatively or non-cooperatively. If the124

channel is closed cooperatively, both parties agree on channel balances and jointly decide to125

close the channel. Both nodes sign a closing transaction that spends the channel funds to126

their respective wallets. As soon as the transaction is confirmed on the blockchain parties can127

spend their funds. Otherwise, if the channel is closed non-cooperatively, the party wishing to128

close the channel submits a commitment transaction to the blockchain. The other node is129

then given a time window to revoke that transaction (in case an old commitment transaction130

was submitted that does not reflect the latest status of the channel balances, referred to as131
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of type P2WSH. The locking script for
these outputs is only provided in the
transaction that spends it.
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Figure 1 Two exemplary funding transactions. Cooperative closings spend the 2-of-2-multisig
output from the funding transaction and do not have a locktime, while commitments use the
locktime field to encode the commitment number. By analyzing the outputs from the commitment,
we can classify them into multiple types; some of them are used to send funds to the owner of the
commitment (after some timeout), while others represent HTLCs or enable fee bumping. Following
the local output for the commitment owner to the spending transaction lets us identify whether
the commitment has been revoked. We further analyze whether outputs were used to directly fund
other channels. Here, the funding transaction in Example 1 has a change output that funds another
channel (i.e., Example 2).

prior state cheating). If the commitment transaction becomes revoked, all channel funds are132

awarded to the revoking node as a punishment for not following the protocol. If, however, the133

time window expires without a revocation, the node can spend the channel funds according134

to the balances from the submitted commitment transaction.135

Commitment Transaction. Commitment transactions are used to update the channel136

balances, and the most recent commitment transaction always represents the current balances137

between the channel’s nodes. These commitment transactions are usually not published to138

the blockchain and, thus, allow for fast and inexpensive Bitcoin transfers inside the channel139

without needing to pay fees on the Bitcoin blockchain. Further, the channel participants sign140

each commitment transaction. Thereby, invalidating the previous commitment transaction141

which is essential as it allows for any old commitment transaction to be revoked.142

A commitment might be broadcast for various reasons. For example, when one channel143

party is unresponsive and the other wants to recover its funds. In this case, the broadcaster144

has to wait for a timeout to pass before they can access their funds – giving the other party145

time to invalidate an outdated and replaced commitment. This is referred to as prior state146

cheating and results in all funds being given to the party that invalidated the outdated147

commitment. If no such invalidation takes place, then after the timeout, the funds can then148

be accessed by the broadcaster.149

3 Data Collection and Classification150

We collect data from the Lightning Network gossip data as well as the Bitcoin blockchain151

data. Our data ranges from 1 January 2019 to 23 September 2023, but utilize shortened152

data ranges for parts of the analysis. In the following, we detail the data collection.153

Bitcoin Blockchain Transactions. To gather Bitcoin transactions related to channel154

openings and closings, we utilize the Blockstream Esplora API [2]. In particular, we start155
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with public channels that are announced through gossip messages and retrieve their funding156

transactions. These are used as a starting point for the private channel discovery and to157

scan their transaction outputs for usage in later transactions. As most outputs are of type158

P2WSH as specified in the protocol, the locking scripts are concealed until their usage as a159

transaction input. Therefore, starting from the funding transactions, we scan all outputs160

and their usages to detect the closing and spending transactions to infer the type of the161

transaction output and store further details such as the block height and time the following162

transaction took place.163

Private Channel Detection. While public channels announce themselves through gossip164

messages, private channels are never gossiped about publicly. Various heuristics have been165

developed to still be able to detect Lightning channels data [19, 13, 26], primarily focused166

on identifying potential funding transactions. In our approach, we leverage the following167

heuristic proposed by Kappos et al. [14] to identify these channels and calculate associated168

statistics:169

1. We apply the “Property Heuristic” to identify Bitcoin transactions that are likely used as170

Lightning funding transactions. The heuristic includes checking the number, size, and171

kind of transaction outputs, as well as their compliance with the Lightning specification.172

2. To identify private channels on the Lightning Network, we employ the “Tracing Heuristic”173

that detects “peeling chains” – sequences of channel opening and closing transactions that174

are linked within the Bitcoin transaction graph. This heuristic tracks the flow of funds175

by following the closing and change outputs of channel funding transactions to determine176

if they are reused in subsequent channel funding transactions. Such reuse suggests that a177

single entity is involved in both channels. The heuristic can also be applied in reverse to178

trace the origins of the funding inputs. Channels identified through this method that do179

not appear in the Lightning Network’s gossip protocol data are classified as private, as180

they are not publicly announced.181

Given that we lack information about whether these channels map to any nodes in the publicly182

accessible network, we limit ourselves to deriving statistics based solely on on-chain data.183

We discuss the ethical considerations related to private channel detection in Appendix A.184

Transaction Output Classification. To deduce the output type, we evaluate the locking185

script and cross-reference it with known output types within the Lightning specification [1].186

These types encompass local outputs, which represent funds time-locked for the commitment187

owner, remote outputs, allocated to the other channel party for direct spending, HTLCs188

designed for non-confirmed transactions, and anchors enabling fee bumping. In the case189

of local outputs, we further investigate the path employed for script unlocking, enabling190

the assessment of potential revocations in instances of prior state cheating. Outputs that191

remain unspent are categorized as unspent, as their output type cannot be inferred without192

a spending transaction that provides the witness data.193

4 Channel Lifecycle194

Our analysis details the life of a channel. We commence with the channel opening (cf.195

Section 4.1), comment on the channel activity during its lifetime (cf. Section 4.2), and196

conclude with the channel closing (cf. Section 4.3).197
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sizes.

4.1 Channel Opening198

The life of a channel begins when its funding transaction is created. In Figure 2, we show199

the weekly number of public and private channel openings. In 2020, there were consistently200

around 5,000 channel openings per month. There is a notable increase in 2021, reaching201

15,000 monthly openings, ahead a slight decline. The increase and subsequent decline in202

nodes could be related to the adoption of Bitcoin as a legal tender in El Salvador on 5 June203

2021 [4]. Throughout this period, private channels constituted approximately 22% of all204

channel openings. Figure 3 further visualizes the channel sizes for private and public channels.205

We consider the amount of Satoshis (1 Satoshi = 10−8 Bitcoin) locked in these public and206

private channels over the entire timeframe. These channels vary widely in size, ranging from207

four to eight digits of Satoshis, which, as of May 2024, one Satoshi is less than a thousandth208

USD. Interestingly, private channels tend to have lower average volumes. The reasons for209

this could be attributed to factors such as specific use cases, privacy considerations within210

the network, or user preferences when engaging in private channel transactions.211

4.2 Channel Lifetime212

In the following, we focus on the lifetime of the channels. We start by investigating the size213

of the Lightning Network in terms of the number of active nodes (cf. Figure 4a) and the214

number of active channels (cf. Figure 4b). We consider a node to be active if it is involved215

in at least one open public payment channel. Importantly, for nodes, we only identify public216

nodes as private nodes are not active in the gossip network. From the start of 2019 until217

the end of our data period, i.e., 1 July 2022, we observe that the number of active nodes is218

generally increasing. Notably, there is a significant increase in mid-2021 and a significant219

drop in the number of nodes in early 2022. Again, we speculate that this could be due to220

the usage of the Lightning Network in El Salvador. Further, the drop in the number of221

active nodes in 2022 coincides with an unusually high number of channels closing during that222

time period (cf. Section 4.3). We note that the number of active nodes peaked at around223

12,500 at the beginning of 2022 and dropped to just over 7,500 by mid-2022. Similarly, the224

number of active channels, namely, the number of open channels, is increasing during our225

data period. However, less so than the number of nodes — indicating that the average node226

is involved in fewer public channels in mid-2022 (with four) than at the beginning of 2019227

(with six). The number of public channels peaked at over 45,000 in early 2022. For the228

channels, we also include the number of private channels and observe that the number of229

private channels is always less than 20% of the number of public channels. Further, the230

proportion of private channels peaked in early 2021 and has decreased since then. We further231
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Figure 4 Number of public nodes (cf. Figure 4a), as well as public and private channels (cf.
Figure 4b) over time.

notice a small discrepancy between the proportion of private channel openings (cf. Figure 2)232

and their proportion of the network. This discrepancy is a result of the short channel lifetime233

of private channels as we will see in Section 4.3.234

Gossip Message Analysis. We continue by investigating the gossip messages broadcast235

on the network. Due to gaps in the lngossip [9] dataset (cf. Section C), we restrict the236

following analysis, which depends on these network messages, to a period without gaps, i.e.,237

1 January 2020 to 1 July 2021. Recall that there are several types of gossip messages, we238

focus on channel_update messages here. In more detail, we study the channel updates and239

analyze whether they give us any insights into traffic patterns in the network. We start240

with the frequency of channel updates. Every time either channel side adjusts the fees and241

parameters used for routing, they will broadcast a channel_update message in the network.242

Our analysis considers such a message to be an update if the parameters are not identical243

to the previous message. Figure 5 plots a histogram of the mean daily number of channel244

updates during their lifetime. On average, the channels have 0.69 daily updates, while the245

median is only 0.05. This discrepancy by a factor of ten between the mean and the median246

indicates an extremely skewed dataset. That is, there are few channels with many updates247

and many channels with little to no updates. However, updating channel parameters can248

be essential to optimize participation in routing. For one, the channel parameters need249

to be competitive to attract traffic, but just as importantly, the channel parameters are250

used to avoid the channel becoming depleted by guiding payment flow in the right direction.251

Note that once a channel active in routing becomes depleted, it is generally closed and252

reopened, which is costly. Thus, frequent channel updates can indicate that the channel is253

being actively used in routing transactions through the Lightning Network. We, however,254

find that only 8.9% of the public channels update their parameters at least once per day on255

average and would expect at least one update per day for channels that forward a couple of256

transactions per day on average. The 99th percentile of channels update their parameters at257

least 14.7 times a day. We thus believe that these channels actively participate in forwarding258

transactions through the network.259

Channel Fees. When updating the fees for routing, nodes specify a base (i.e., a flat260

rate charged per transaction) and a proportional (i.e., a rate charged proportional to the261

transaction size) fee. In the following, we focus on the proportional fee, as one method of262

rebalancing a depleted channel is fee management. If one’s outbound liquidity is getting low,263

a strategy is to increase the fees to disincentive nodes from using your outbound liquidity.264

The opposite could be done at the other channel end. Thus, the proportional fee moving in265

opposite directions could hint at the net direction of transactions sent through the channel266
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as well as the liquidity imbalance of the channel. To test this hypothesis, we consider all267

channels with at least 100 updates from either side and plot the correlation between the268

proportional fee time series from both sides in Figure 6. We find that both the mean and269

median of the proportional fee correlation across the analyzed channels are negative — in270

line with our hypothesis. However, there are also channels with a strong correlation between271

the proportional fees from either side over time. This could be a sign that both channel sides272

want traffic regardless of the direction and rely on other rebalancing strategies.273

HTLC Analysis. Our preceding analysis provides insight into which channels might be274

involved in routing and the possible direction of flows in channels that we learn by analyzing275

the gossip messages. However, while the gossip messages allow us to reason about the traffic276

in the network, they do not offer precise information about the transactions routed through277

the network. The design of the Lightning Network aims to prevent this information from278

ever being revealed, but there is an exception during the channel closing. Hashed timelock279

contracts (HTLCs) are the centerpiece of every Lightning Network payment, as they allow280

for secure and atomic, that is, the entire transaction succeeds or fails, routing through281

the network. We note that HTLCs are used for both single-hop and multi-hop payments.282

Importantly, an HTLC represents an unconfirmed transaction, and its size thus corresponds283

to that of said transaction. In rare cases, these HTLCs are settled on-chain, where the HTLC284

is not consolidated before the channel is closed. Thus, in these cases, we can observe the size285

and number of transactions in the channel.286

In Figure 7, we present an analysis of exactly these HTLCs. In total, we observe 20,804287

unconfirmed HTLCs in public channel closings and 364 in private channel closings. Figure 7a288

visualizes the number of unconfirmed HTLCs per channel during the closing. For the vast289

majority of channels, 96% of public and 99% of private channels, there are no unconfirmed290

HTLCs when the channel is closed. For private channels, all remaining channels have precisely291

one open HTLC. While it is not immediately clear that these are all single-hop payments,292

it is highly likely to be the case given that none of the 364 private channels with unsettled293

HTLCs have more than one unsettled HTLC, which is more likely to happen when the294

channel is involved in routing transactions.295

Finally, these unsettled HTLCs offer a unique insight into the size of Lightning transactions.296

Figure 7b plots the size of these HTLCs for public and private channels. We start by noting297

that the HTLCs greatly vary in size and that those unsettled HTLCs we observe for private298

channels are larger than those in public ones on average. The average HTLC size in private299

channels is 360,000 Satoshis, whereas it is 230,000 Satoshis in public channels. This could be300

related to the fact that a larger proportion of unsettled HTLCs in private channels represent301
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Figure 7 Number of unsettled HTLCs (cf. Figure 7a) and size thereof (cf. Figure 7b).

single-hop payments. That is, the parties went through the effort of setting up a channel as302

they were expecting to exchange funds, as opposed to multi-hop payments, where the parties303

use the existing network to exchange funds. We further notice that there are peaks for the304

transaction sizes. Many HTLCs are close to round numbers such as 1,000, 2,000, 3,000, or305

10,000, indicating that individuals are generally more likely to send payments with these306

“round” sizes through the network. The amounts are usually a few satoshis larger than these307

multiples, which could be due to fees added on top.308

4.3 Channel Closing309

We proceed with an analysis of the end of the channel lifetime: its closing. Figure 8 provides310

an overview of channel lifetime for public and private instances. Generally, their distribution311

follows a similar trend. However, extremely short-lived channels make up a more significant312

proportion of private channels, whereas long-lived channels account for a bigger proportion313

of public channels. Thus, the average lifetime of public channels is 143 days, which exceeds314

the average lifetime of private channels at only 125 days. Potentially, some private might315

have been opened for testing or rebalancing purposes and were thus not announced publicly.316

Closing Frequency. In Figure 9, we plot the weekly number of channel closings for public317

and private channels over time. While initially, private channels take up a larger proportion318

of channel closings, the number and distribution of channel closings is relatively stable until319

mid-2021 with approximately 1,000 channel closings per week. From then on the number of320

channel closings starts to increase and stabilizes at more than 2,000 weekly channel closings.321

With one week in mid-2022 exhibiting an abnormally high number of (private) channel322

closings at more than 6,000. We previously noticed this spike in channel closings due to a323

drop in the number of nodes and channels in the network at this time (cf. Figure 4).324

Closing Types. In the following, we investigate the closing type of channels. Recall that325

we distinguish between two different types: cooperative and unilateral (through a commitment326

transaction). Cooperative closings are bilaterally agreed upon by both channel endpoints327

through an on-chain transaction. In this case, all funds locked in the channel are directly328

accessible to both parties. In this case, the number of channel outputs is either one, i.e., all329

channel funds are with one party, or two otherwise. We will identify the first case as coopx1330

and the second case as coopx2 throughout.331

For unilateral channel closings, one party publishes a commitment on the blockchain.332

The party then has to wait for the passing of a timelock before the funds can be accessed.333
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Figure 9 Weekly public and private channel
closings over time. Notice the spike in closings
in mid-2022.

The timeout allows the other party to publish a revocation if an outdated commitment was334

published. For closings that were not revoked, we differentiate between three cases by the335

number of types of outputs: local, local + remote, and remote (cf. Section 2.1). With336

local, we identify all unilateral closings, where all funds are with the party that submitted337

the commitment, and the output has a timelock. With remote, we denote channels that only338

have one remote output, which does not have a timelock and can be spent immediately by339

the party that did not submit a commitment. In the case of local + remote, both outputs340

exist. Finally, we group all revoked unilateral closings as revoked regardless of the number341

and type of outputs given their sparse occurrence.342

Figure 10 visualizes the share of these aforementioned channel closing types for public343

and private channels, respectively. For public channels (cf. Figure 10a), cooperative closings344

make up the biggest proportion. Together, they account for more than 50% of all closings, of345

which cooperative closings with two outputs, denoted as coopx2, are 60% and those with346

one output, coopx1, are 40%. Interestingly, a more significant proportion of channels is347

closed cooperatively with two outputs than with one at the end of our collection window348

as opposed to the beginning. Thus, by mid-2022, channels are closed before either side349

is entirely depleted. Unilateral closings make up slightly less than half of all closings for350

public channels. For these, the proportion of closing with a single timelocked output, i.e.,351

local, is initially significant and declines over time, whereas those unilateral closings with352

two outputs, i.e., local + remote, increase over time. With slightly less than 10% of all353

closings, unilateral remote closings make up a surprisingly large proportion given that the354

channel party that will not receive any funds goes through the effort of unilaterally closing355

the channel. Overall, we notice that by the end of our data analysis period, more public356

channels are closed before they become entirely unbalanced than in early 2019. Finally, we357

note that revocations are extremely rare, with a mere 103 observed during our data collection358

window and thus not visible in Figure 10a.359

Private Channel Closings. For private channels (cf. Figure 10b), we observe a different360

pattern. Cooperative closings also make up around 50% of closings, but the relative increase361

in those with two outputs cannot be observed. Unilateral closings also account for around 50%362

of closings over time. Here, unilateral closings are almost equally split between those with363

a single remote output and those with a single local output. Furthermore the variations364

in the relative proportions of channel closings are minimal, especially in comparison to the365

public channels. Finally, as with public channels, revocations are extremely rare, with 78366

occurrences during our time window.367
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Figure 10 Closing outputs for public and private channels. local, local + remote, remote, and
revoked are types of unilateral channel closings, coopx1, and coopx2 cooperative channel closings.
Note revoked closings are extremely rare and thus not visible.
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Figure 11 Channel imbalance for public (cf. Figure 11a) and private (cf. Figure 11b) channels.
A value of 0 indicates that the channel is closed with the funds entirely balanced between the two
ends, and 1 indicates that the channel is entirely unbalanced.

Closing Balances. The preceding analysis revealed that public channels are generally368

closed while no channel end is fully depleted, whereas this is more common for private369

channels. However, it does not allow us to comment on how unbalanced the channels with370

two outputs are. In the following, we analyze this by investigating the respective sizes of the371

channel output(s). We quantify the channel imbalance as follows: 2
(

max{out1,out2}
out1+out2

− 0.5
)

,372

where out1 and out2 are the respective channel output sizes. Note that if there is only one373

output, we set the other output to zero. Thus, a channel is entirely balanced, i.e., both sides374

have the same balance if our measure is 0, and entirely unbalanced if one side holds all funds375

when our measure is 1.376

In Figure 11, we visualize the channel imbalance for public and private channels. We377

start by considering public channels, where our previous analysis demonstrated that many378

channels are closed before one side becomes fully depleted. However, when looking at the379

channel imbalance in Figure 11a, we notice that most channels are extremely unbalanced380

during their closing. For more than 60% of cooperatively closed channels and more than381

70% of unilaterally closed channels, one party held at least 95% of the funds during the382

closing. On the other hand, only around 5% of channels are closed in which neither party383

holds more than 55% of the channel funds. We further note that unilaterally closed channels384

are generally more imbalanced during their closing than cooperatively closed ones. One385
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reason for a channel to be unilaterally closed is that one party becomes unresponsive, and386

this could be the case when they have little to no funds left on their side of the channel and387

thus become indifferent to what happens with the channel. Thus, this might explain why388

unilaterally closed channels are more imbalanced than those closed cooperatively. Overall,389

the average channel imbalance for cooperatively closed channels is 0.79, i.e., one side holds390

89.5% of the channel balance, while the average channel imbalance for unilaterally closed391

channels is 0.87, where one side holds 93.5% of the channel funds.392

When we consider private channels (cf. Figure 11b), the trends observed for public393

channels are even more elevated, channels are even more unbalanced, and even more so for394

those that are unilaterally closed. More than 75% of cooperatively closed channels and more395

than 90% of unilaterally closed channels have one party holding at least 95% of the channel396

funds. Further, less than 2% of channels, no party holds more than 55% of the channel funds397

at the time of the closing. To summarize, the mean channel imbalance for cooperatively398

closed channels is 0.88, indicating that one side holds 94% of the channel balance, while the399

mean channel imbalance for unilaterally closed channels is 0.96, indicating that one party400

holds 98% of the channel funds.401

To conclude, we note that regardless of whether the channel is public or private, unilaterally402

or cooperatively closed, channels are generally very imbalanced once they are closed. Thus,403

it appears that channels are generally only closed once they can no longer be used to send404

payments in one direction. A further question is whether the channels are reopened, i.e.,405

whether the channel closing is a means to rebalance the channel on-chain. We find that for406

35% of the closed public channels, at least one of its outputs was used to fund another public407

channel. In contrast, only 14% of closed private channels fund another private channel. The408

reopenings are even more pronounced when only considering cooperatively closed channels.409

Here, 56% of closed public channels outputs refund a channel and 33% for private channels.410

Additionally, private channels, which are unlikely to be used for routing, are even more411

imbalanced, indicating that they are potentially created to transfer funds from one side to the412

other, e.g., to rebalance another potentially public channel or to transfer funds anonymously.413

5 Related Work414

Lightning Network Topology. An active line of research studies the topology of the415

Lightning Network. From a theoretical point of view, multiple works study the strategic416

placement of nodes to route transactions and maximize fee collection efficiently [8, 5, 11].417

Avarikioti et al. [6] further game-theoretically study the Nash equilibrium topology of the418

Lightning Network. From an empirical point of view, Seres et al. [24] and Lin et al. [16]419

present early measurement studies of the Lightning Network topology using Lightning420

Network gossip messages and comment on high centralization in the network. Subsequent421

work by Zabka et al. [28] takes an in-depth look at the network’s centrality to find that422

the Lightning Network’s centrality is increasing. As opposed to investigating the Lightning423

Network topology, we focus on investigating the lifecycle and usage of the Lightning Network424

payment channels. Zabka et al. [29] analyze Lightning Network gossip messages to analyze425

the Lightning Network in further detail. Their work reveals the client implementations used426

by nodes in the network, as well as their geographical location. Our work combines these427

gossip messages with on-chain data to investigate the various stages of a channel’s lifetime.428

Lightning Network De-Anonymization. Multiple works have investigated to what429

extent Lightning Network de-anonymization is possible. Herrera et al. [13] employ probing430

transactions to unveil channel balances, while Tikhomirov et al. [26] de-anonymize network431
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participants. Romiti et al. [23] conduct a cross-layer analysis, combining off- and on-chain432

data, to de-anonymize participants in Lightning channels. In a similar fashion, Kappos et433

al. [14] and Nowostawski et al. [19] leverage the on-chain data not only to de-anonymize434

participants but also to identify private channels. We leverage these heuristics to identify435

private channels and analyze the lifecycles of both public and private channels. Our analysis436

reveals channel usage patterns, which were previously unexplored.437

Rebalancing. Imbalanced channels are a challenge in the Lightning Network, as they only438

allow payments to be routed in one direction. While the most simple but costly solution439

to rebalancing a channel is to close and reopen the channel, other (off-chain) rebalancing440

solutions have been studied and proposed [20, 15, 7, 21]. Our work reveals insights into the441

rebalancing methods used by channels. We find that some channels set the routing fees in a442

manner to attract traffic in the opposite direction, whereas more than half of cooperatively443

closed channels are reopened, indicating they might have been rebalanced.444

6 Conclusion445

Previous Lightning Network measurement studies mainly focused on the network topology446

and network overview statistics, given the privacy protection for transfers in the network.447

We leverage data leaked through fee updates and on-chain channel closings to extend the448

understanding of the usage of the Lightning Network by providing further insights into the449

lifecycle of channels. To the best of our knowledge, our analysis is the first to reveal insights450

into the usage of private and public payment channels (e.g., routing, rebalancing, etc.) and451

analyze whether channels are closed cooperatively or unilaterally and possibly reopened.452

Even more so, we present the first dataset of payments routed through the network – offering453

novel insights into the routing activity in the network. We hope that these novel insights into454

the usage of Lightning channels can guide future developments in the Lightning Network.455
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A Ethical Considerations537

This work solely utilizes publicly available data: Lightning gossip messages and Bitcoin538

blockchain transactions. Further, the heuristics used for identifying private channels that have539

been previously established in the literature [19, 13, 26, 14]. We emphasize that our analysis540

is conducted on aggregate data, ensuring that no specific private channels or real-world541

identities can be identified. Furthermore, we deliberately avoid publishing any results or542

data points that could potentially de-anonymize private channels.543

Our research aims to provide deeper insights into the functioning and performance of544

the Lightning Network, which is necessary for improving the network while adhering to545

responsible data usage practices and respecting user privacy.546

B Bitcoin Lightning Transactions547

B.1 Commitment Transactions548

On a technical level, a commitment transaction has a non-zero locktime of the form549

0x20XXXXXX, where the lower bits are only used to store a concealed commitment num-550

ber. The locktime does not effectively restrict the time for when the transaction can be mined551

as it can only take values between 536870912 and 553648127, meaning that the locktime552

represents a Unix timestamp that can only date back to, at most, 1987. The commitment553

number itself is obscured by a hash, which makes it computationally infeasible to recover for554

any outside party. The channel endpoints can, however, verify that the commitment number555

of a broadcasted commitment transaction corresponds to the most recent one. As the number556

is obscured, we cannot easily infer the number of commitment updates or balance updates a557

channel has undergone, even when the commitment transaction was broadcast.558

While the commitment transaction spends the P2WSH output of the funding transaction,559

its output assigns the current channel balances to both parties with their respective outputs.560

Commitment transactions always have an owner, who corresponds to the channel endpoint561

that should keep the transaction private until the owner unilaterally closes it. In Lightning562

nomenclature, the owner of the commitment is referred to as the “local” node, while the563

other channel participant is referred to as the “remote” node. Note that remote output564

can directly be spent, while the local output is timelocked to provide the remote node the565

opportunity to revoke the output and claim its funds in the case of prior state cheating. The566

locking script looks as follows [1]:567

Script Local Output

1: OP_IF
2: # Penalty transaction
3: <revocationpubkey>
4: OP_ELSE
5: ‘to_self_delay‘
6: OP_CHECKSEQUENCEVERIFY
7: OP_DROP
8: <local_delayedpubkey>
9: OP_ENDIF

10: OP_CHECKSIG
568

The output can either be spent by the local node once the locktime has expired or directly569

by the remote node with the <revocationpubkey>. We can classify whether the commitment570
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Figure 12 A payment gets routed from Alice to Carol. Carol first creates an invoice to receive 10
Bitcoin. Alice knows the network topology (except for private channels) and chooses a path for the
payment (red arrows). Along this path, HTLCs are set up with increasingly larger timeouts towards
Alice’s end. Nodes on the path request fees to route transactions, in this case, 1 Bitcoin per routed
node. Once the HTLCs are negotiated, Carol sends the preimage for the hash backward on the path.

was revoked or spent by the local node after the timeout by observing which code path was571

taken in the transaction spending the output.572

In addition to the local and remote transaction outputs, the commitment can have573

anchor outputs [1] to allow for fee bumping and HTLC outputs that represent unconfirmed574

transactions that can be spent after a timeout. Anchor outputs have the following simple575

form:576

Script Anchor Output

1: <local_funding_pubkey/remote_funding_pubkey> OP_CHECKSIG OP_IFDUP
2: OP_NOTIF
3: OP_16 OP_CHECKSEQUENCEVERIFY
4: OP_ENDIF

577

HTLCs, on the other hand, are more varied and complex. For the purposes of this paper,578

we can assume that every output that could not be matched with a local, remote, or anchor579

output is an HTLC.580

B.2 Payment Routing581

Setting up a channel between two nodes is expensive and not rational if the two parties only582

expect to make a single or few payments. However, multi-hop transactions allow Lightning583

nodes to route their payments over more than just one channel and allow for transferring584

Bitcoin over a chosen path in the network. This enables nodes to transfer funds to nodes585

with which they do not have a channel.586

To facilitate these transactions, the Lightning Network uses Hashed Timelock Contracts587

(HTLCs). HTLCs are the fundamental building blocks of Lightning Network transactions.588

They ensure secure transfers by using hashlocks and timelocks. A hashlock requires the589

recipient to provide a preimage of a cryptographic hash to claim the funds, while a timelock590

sets a deadline for the transaction to be completed. An example is depicted in Figure 12.591



18 On the Lifecycle of a Lightning Network Payment Channel

When the sender, i.e., Alice, initiates a payment, she employs path selection algorithms592

to determine the most efficient route to the recipient (i.e., Carol). The criteria for path593

selection typically include minimizing fees, maximizing channel reliability, and ensuring594

sufficient channel capacity. The sender constructs a potential route by identifying a sequence595

of intermediary nodes that can forward the payment to the recipient. This involves evaluating596

the availability and reliability of channels at each hop.597

HTLCs are essential to the security and functionality of multi-hop payments in the598

Lightning Network. These contracts enforce conditional payments based on cryptographic599

hashlocks and timelocks, ensuring that funds are only transferred if specific conditions are600

met, thus preventing losses due to misbehaving nodes. The recipient generates an invoice601

that includes a payment request, a hash of a secret (preimage), and an expiry time. The602

sender uses this invoice to initiate the payment, creating an HTLC that specifies the hashlock603

and timelock conditions. The sender’s node forwards the HTLC to the first intermediary604

node along the chosen route (i.e., Bob), and each intermediary node, in turn, forwards the605

HTLC to the next node. This chain of HTLCs ensures that the payment is securely relayed606

to the recipient. Each HTLC contains the same hashlock, requiring the recipient to reveal607

the preimage to claim the funds and a timelock that sets a deadline for the transaction. If608

the preimage is not revealed before the timelock expires, the funds are reverted to the sender.609

Upon receiving the HTLC, the recipient reveals the preimage, satisfying the hashlock610

condition. This preimage is then propagated back along the route: the recipient provides the611

preimage to the last intermediary node, and each intermediary node verifies the preimage and612

releases the corresponding HTLC. Ultimately this process returns the preimage to the sender.613

Further, the process ensures the atomicity of multi-hop payments; either the entire payment614

is successfully relayed to the recipient and all nodes in the route receive their respective fees,615

or the payment fails, and the funds are returned to the sender. This mechanism prevents616

partial payments and protects against losses due to intermediary node failure or malicious617

activity.618

B.3 Fees and Incentives619

In the Bitcoin Lightning Network, fees and incentives aim to ensure the network’s economic620

viability and encourage nodes to participate in routing payments. These fees provide the621

necessary motivation for nodes to allocate resources and maintain reliable channels, thereby622

enhancing the overall efficiency and stability of the network.623

Routing fees in the Lightning Network typically consist of two main components: a base624

fee and a fee rate. The base fee is a small fixed amount charged by each intermediary node625

for forwarding a payment, regardless of the payment size. This fee compensates nodes for626

the basic operational costs for transaction processing. In addition to the base fee, there is627

a fee rate: a percentage of the payment amount. The fee rate scales with the size of the628

transaction, providing an additional incentive for nodes to handle larger payments.629

The total fee for a multi-hop payment is the sum of the fees charged by each intermediary630

node along the selected route. For instance, if Alice sends 1000 Satoshis to Dave through631

intermediary nodes Bob and Carol, each node will deduct their respective fees. Suppose Bob632

charges a base fee of 1 Satoshi and a fee rate of 1% (resulting in a total fee of 10 Satoshis),633

and Carol charges a base fee of 1 Satoshi and a fee rate of 0.5% (resulting in a total fee of 5634

Satoshis). In this scenario, the final amount received by Dave would be 984 Satoshis after635

deducting the total fees from the initial amount sent by Alice.636

Nodes in the Lightning Network set their fees based on various factors, including their637

operational costs, desired profitability, and competitive positioning within the network. Lower638
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fees attract more routing traffic to a node, increasing its overall revenue through volume.639

Higher fees, on the other hand, maximize earnings per transaction but could reduce the640

number of transactions routed through that node. This dynamic creates a competitive641

environment where nodes balance fee structures to optimize their economic outcomes.642

Economic incentives in the Lightning Network extend beyond routing fees. Nodes are also643

motivated to maintain well-funded and reliable channels to attract more users and transactions.644

High channel reliability reduces the risk of failed transactions, which can undermine user645

trust and network efficiency. Consequently, nodes invest in robust infrastructure and liquidity646

management to ensure their channels remain operational and capable of handling a high647

volume of transactions.648

Additionally, the Lightning Network incentivizes nodes to participate in the network’s649

growth and stability. As the network expands, nodes benefit from increased routing opportu-650

nities and potentially higher revenues. This growth is driven by the network effect, where651

the utility of the Lightning Network increases with the number of participating nodes and652

channels, making it more attractive for new users and existing nodes to engage more actively.653

B.4 Gossip Messages654

In the Bitcoin Lightning Network, nodes communicate and share critical information through655

gossip messages that propagate through the entire network. These messages enable nodes656

to build a local view of the network topology – essential for routing multi-hop payments to657

nodes that are not directly connected. Understanding the structure and function of these658

gossip messages is key to comprehending how the Lightning Network operates. We use three659

types of gossip messages in our analysis: channel_announcement, node_announcement and660

channel_update.661

Channel Announcement. The channel_announcement message is broadcast by a node662

to inform the network about a new channel that it has established. This type of message663

is crucial for the dissemination of information regarding public channels. Public channels664

are those that are announced to the network, making them visible to all nodes. In contrast,665

unannounced channels are considered private channels and are not propagated via gossip666

messages, thus remaining hidden from the broader network. The channel_announcement667

message includes details such as the channel’s unique identifier, the public keys of the nodes668

at both ends of the channel, and proof of the channel’s existence on the Bitcoin blockchain.669

By broadcasting this information, nodes help other participants update their local views670

of the network topology, facilitating the routing of payments through newly established671

channels.672

Channel Update. The channel_update message informs the network about the parame-673

ters of an existing channel. These parameters include the routing fees, time constraints, and674

any other conditions that might affect the use of the channel for forwarding payments. The675

Lightning Network is a directed network, meaning that each channel has parameters that676

must be specified and broadcast by both participating nodes individually. Thus, each node677

sends its own channel_update message to communicate its view of the channel’s parameters.678

This ensures that all nodes in the network can accurately calculate the cost and feasibility679

of routing payments through any given channel. Regular updates are necessary to reflect680

changes in fees or channel status, thereby maintaining an up-to-date and reliable network681

topology.682

Node Announcement. The node_announcement message allows nodes to share additional683

information about themselves with the network. This message can include metadata such as684
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Figure 13 Daily number of node announcements (cf. Figure 13a) and channel updates (cf.
Figure 13b) recorded in the lngossip [9] dataset.

the node’s public key, network addresses, supported features, and alias (a human-readable685

name). By broadcasting a node_announcement, a node enhances its visibility within the686

network, making it easier for other nodes to identify potential routing partners. This an-687

nouncement helps nodes build a comprehensive view of the network’s participants, facilitating688

better decision-making when establishing payment routes. Additionally, node_announcement689

messages contribute to the network’s overall resilience by ensuring that nodes have access to690

a wide range of information about their peers.691

C Lightning Network Gossip Messages.692

We obtain historic Lightning gossip messages from Lightning Network Research Topology693

Dataset [9]. It contains gossip messages collected and synchronized across multiple nodes. In694

particular, channel announcements, channel updates, and node announcements are logged.695

We first analyze the number of gossip messages recorded in the lngossip [9] dataset. There696

are three types of gossip messages, we focus on node_announcement and channel_update697

messages. In Figure 13, we plot the weekly number of such messages recorded in the698

lngossip [9] dataset. We notice a generally increasing trend in the number of messages.699

Further, there are more channel updates recorded in the network than node announcements.700

However, this is unsurprising as channel updates are propagated by both ends of the channel701

anytime they adjust their parameters. Notice that there are some gaps in the dataset, e.g.,702

the end of 2019 or the second half of 2022.703

These data gaps are attributable to the inherent challenges in data collection rather than704

any issues within the Lightning Network. Despite these gaps, the lngossip dataset remains705

the most comprehensive and detailed source of information available on Lightning Network706

activity. The missing periods can be due to temporary disruptions in the data collection707

infrastructure, variations in the availability of data collection nodes, or network topology708

changes that briefly impacted data logging. Nonetheless, the overall trend and volume of709

gossip messages provide a robust basis for our analysis until July 2022. After this timeframe,710

the number of channel updates becomes too scarce and does not facilitate a proper analysis.711

Thus, for the subsequent analysis, we restrict the data period from 1 January 2019 to 1 July712

2022.713
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Figure 14 Delay between the publishing of
the outdated commitment transaction and the
publishing of the revocation on-chain. Some
revocations even occur in the same block.
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Figure 15 Delay between the expiry of a
timelock on the channel output belonging to the
party that submitted the commitment transac-
tion unilaterally and the spending of the output.

D Locktimes and Timeouts.714

We further analyze the locktimes of local outputs in commitment transactions. This is the715

amount of time that the output of the commitment owner is locked for and can be revoked716

by the other channel party. As is visible in Figure 16, the majority (about 56%) of public717

channels choose a locktime of 24 hours (144 blocks). Apart from this, timeouts up to 2718

weeks are also common. Private channels follow this trend, although with the difference that719

locktimes of 24h and 7 days are equally common. This may hint at the fact that private720

channel parties put less trust in each other and thus prefer a longer timeframe to revoke an721

old commitment that tries to steal funds from them.722

As locktimes are specified in the number of blocks between commitment transaction and723

spending of the output, it is not guaranteed that a timeout of 144 blocks can only be spent724

after 24 hours, as the blockchain might move faster or slower than the average of one block725

every 10 minutes. We observe in Figure 17 that this leads to some outputs being spent after726

considerably less time. This fact should be kept in mind when setting the timeout for a727

channel, as one might have to react faster to revoke a commitment in the case of prior state728

cheating or wait longer until the output can be spent.729

E Spending of Local Outputs.730

We investigate one final aspect of the channel closing — for unilateral closings, how long731

does it take for revocations to be published if they occur, and how long does it take until732

timelocked channel outputs are spent once their lock expires? In Figure 14, we plot the733

revocation delay, the number of blocks between the publishing of the commitment transaction734

and the publishing of the revocation, for the 181 revocations in our dataset. Notice that735

for both public and private channels, the revocation delay tends to be very small. In736

particular, 62% of revocations for public channels are posted within one block, whereas 76%737

of revocations for private channels are within one block. Remarkably, 14% of private channel738

revocations occur in the same block, so someone reacts to a transaction that is waiting739

for inclusion in the mempool, the public waiting area for transactions. We reiterate that740

revocations are extremely rare, indicating that, in general, channel participants behave well741

and do not publish outdated commitments. Further, when revocations occur, they are almost742
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Figure 16 Used locktimes for local outputs
in the number of days. The vast majority of
outputs have a locktime of 24h (take note of the
log scale) or up to 2 weeks.
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Figure 17 Time after which a local output
with a locktime of 144 blocks (exactly 24h at a
10-minute block interval) is spent.

immediately posted on-chain in the majority of cases.743

Figure 15 further plots the spending delay, i.e., the number of blocks between the timelock744

expiration on outputs belonging to the party that closes the channel unilaterally and the745

subsequent spending of the output. We start by noting that the distribution of the spending746

delay is very similar for private and public channels. In around 40% of cases, for public and747

private channels, the previously locked output is spent in the same block as the lock expires,748

and in around 25%, one block afterward. Potentially, given how quickly the previously749

locked outputs are spent, transactions wishing to spend the output are already waiting in750

the mempool ahead of time and included by a miner once the lock has expired. For both751

public and private channels, less than 10% of the time, it takes at least 10 blocks for the752

funds to be spent.753
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